**2.4.3.1 Finding a Short Basis**

The short basis algorithm involves finding a short basis for a lattice with respect to = + . Simply put, “the goal of lattice basis reduction is to find a basis with short, nearly orthogonal (perpendicular) vectors when given an integer lattice basis as input” (Wikipedia). The input for the algorithm includes two vectors ​ and , which form an integral lattice basis, along with a positive integer q. The output should be two vectors, and , that form a short basis for the same lattice. The input must also meet these requirements: ≤ . Now that we know what to input, let’s talk about the process. The process starts by initializing and swapping the basis vectors to maintain the condition ≤ ). The algorithm then enters a loop, where it computes a value r that is rounded by dividing . The goal of the loop is to reduce the length of the vectors. The loop continues It updates the gamma vector by subtracting r from , and if the norm of gamma is smaller than , the vectors are updated. Finally, the loop terminates, and the short basis vectors and are returned.

**2.4.3.2 Finding the Closest Vector**

After computing a reduced basis, the next step is to find a vector in the lattice that is closest to the target vector t. This is accomplished using Babai’s nearest plane algorithm. The nearest plane algorithm was developed by L. Babai in 1986, and it “obtains a 2(2/√3) ^n approximation ratio, where n is the rank of the lattice” (Regev). In other words, the algorithm projects the target vector onto the reduced basis, and then adjusts the result to produce a vector c that is close to t with respect to the norm .

**2.4.3.3 Enumerating Close Vectors**

The final step is to enumerate short vectors in the lattice that are close to the target vector t, using the Fincke-Pohst algorithm. In other words, “the running time of enumeration algorithms greatly depends on the quality of the input lattice basis. So, suitably preprocessing the input lattice using a basis reduction algorithm is an essential part of lattice enumeration methods” (Lattice Cryptography). Furthermore, the algorithm takes as input a lattice L, a target vector t, and an initial close vector c. It then iterates through possible values for the coordinates x and y, generating vectors that are within bound B from the target vector. By updating both x and y within nested loops, the algorithm yields vectors that satisfy the distance condition. This process continues until either the specified number of tries is reached, or all close vectors are found.

**2.4.4.1 Basic Quaternion Arithmetic**

Quaternions are generalizations of complex numbers, which are represented by the expression: α = a + bi +cj + dk / r. The basic arithmetic operations like addition and multiplication are computed by reducing common denominators where necessary. Specifically, multiplication follows the axioms: i^2 = -1, j^2 = -p, ij = -ji = k. We also have the conjugate operation where α’ = a- bi - cj -dk / r. There’s also the reduced trace that simplifies to: tr(α) = 2a / r. Finally, we have the reduced norm: nrd(α) = a^2 + b^2 + p (c^2 + d^2) / r^2.

* + - 1. **Lattices**

A lattice is a collection of quaternions that form a grid-like structure. Additionally, lattices are defined by a basis of quaternions that are represented as columns of a matrix. You can also perform operations on lattices such as:

**Equality**: Whether two transactions are similar by comparing their HNF.

**Union and Intersection**: The union of two lattices is formed by merging their initial matrices into HNF. The segmentation of the dual network is obtained by computing the HNF.

**Multiplication**: In lattice multiplication, the base matrices are multiplied by the corresponding quaternary algebra generators.

**Containment**: This function ensures that an element is contained in the network by solving a system of linear equations.

**Index**: The index of one network in another is the mean value of their basis matrices.

**Right Transporter**: The right transporter of a lattice is a set of objects that, when connected by a grid, still belong to another grid. It is one of the most complex operations on networks. (SQI Sign)

**2.4.5 Quaternion orders and ideals**

Quaternaries play an important role in algebra, and their structure includes some small orders and ideals. An order is a special type of lattice that forms a subring. Elements of an order O are integral because their norm and trace are integers. An order is maximal if it isn’t contained in any larger order.

An ideal is a sublattice of an order. The left order of an ideal I is the set of elements that, when multiplied with I, still belong to I. Similarly, the right order is defined in the same way for the right side. A connecting ideal links two orders ​ and .

The norm of an ideal is the greatest common divisor (gcd) of the norms of its elements. This norm is an integer and can be computed from both the left and right orders. Any ideal can be expressed using the elements of its left order, and when two ideals are multiplied together, the result is another ideal. Ideals are multiplicative, and their norms follow this rule too. Two orders ​ and are equivalent if there’s a quaternion element that links them. In addition, two left ideals I and J are equivalent if they can be scaled into each other by multiplication. When this happens, the left and right orders of both ideals are also equal.

**2.4.5.1 Basic Operations on Ideals**

Now that we know about the importance of orders and ideals, it is also important to note that various operations can be performed on them. Simply put, ideals are used in lattices to perform various operations like equality, union, intersection, and multiplication.

**Left and Right Orders**: The left and right orders of an ideal determine how it relates to itself. These are the sets of elements that, when multiplied with the ideal, still belong to the ideal.

**Isomorphism of Ideals**: Two left ideals are isomorphic if there is a quaternion β that scales one ideal into the other, like I = Jβ. This can be calculated using the transporter of the ideals and checking their norms.

**Connecting Ideals**: To connect two orders ​ and , we compute a connecting ideal using the formula: I = ( + )N, where N is the norm of their intersection.

**Pullback and Pushforward Ideals**: If two ideals have coprime norms, the pullback combines them into a new ideal, while the pushforward reduces them using intersection and inversion.

**2.4.5.2 Finding Equivalent Ideals of Small Norm**

Sometimes, we need to find an equivalent ideal with a smaller norm, particularly when working with large ideals. When working with SQISign, we often need to find an equivalent ideal J that has the same structure as a given ideal I but with a different, smaller norm. This is achieved using the surjection: χI (α) = Iα’ / nrd(I), where α is a quaternion, and the set of ideals J is equivalent to I. To do this, we use an algorithm, which constructs a new ideal J = χ(β) where β is formed from the reduced basis of I. The process repeats up to a set number of times to check if the norm of J is prime.
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